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(57) ABSTRACT

A memory controller and method for interleaving volatile and
non-volatile memory different latencies and page sizes are
described wherein a single DDR3 memory controller com-
municates with a number of memory modules comprising of
at least non-volatile memory, e.g., spin torque magnetic ran-
dom access memory, integrated in a different Rank or Chan-
nel with a volatile memory, e.g., dynamic random access
memory (DRAM).
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1
MEMORY CONTROLLER AND METHOD
FOR INTERLEAVING DRAM AND MRAM
ACCESSES

TECHNICAL FIELD

The exemplary embodiments described herein generally
relate to a memory controller and more particularly to a
memory system and method including a memory controller
for interleaving synchronous dynamic random access
memory (SDRAM) and spin-torque magnetic random access
memory (ST-MRAM) having different latencies and page
sizes.

BACKGROUND

A computer’s speed is determined in large part by the speed
of'the processor and the ability to quickly move data between
the processor and memory. The transfer of data from memory
has increased with the use of multi-channels, or multiple
paths, between the processor and memory.

Latency refers to delays in transmitting data between
memory and a processor, and is usually measured in clock
cycles. The processor is typically faster than the memory, so
it must delay (wait) while the proper segment of memory is
located and read before the data can be transmitted back to the
processor. Data stored in memory is defined in banks. A rank
is a plurality of banks in a first direction (column) and a
channel is a plurality of banks in a second direction (row). A
process for accessing the memory comprises several clock
cycles required for row and column identification and a read
or write command. SDRAM is synchronized with a system
bus with a synchronous interface and therefore waits for a
clock signal before responding to control inputs and is there-
fore synchronized with the computer’s system bus.

A memory controller manages the flow of data going to and
from the memory. It may be a separate chip or integrated into
another chip, for example, a processor. The bandwidth for the
data transfer may comprise a row of many thousands of bits.
A double data rate (DDR) memory controller drives memory
where data is transferred on the rising and falling access of the
memory clock. This DDR memory controller allows for twice
the data to be transferred without increasing the clock rate or
increasing the bus width to the memory. DDR2 doubles the
minimum read or write unit to four consecutive words. DDR3
doubles the minimum read or write unit, again, to eight con-
secutive words. This provides another doubling of bandwidth
and external bus rate without having to change the clock rate
of internal operations, just the width. The downside of this
increased read or write unit is an increase in latency.

While memory controllers and methods are known of
accessing SDRAM, and memory controllers and methods are
known of accessing other types of memory, for example,
ST-MRAM, none are known to describe a single memory
controller accessing and interleaving both SDRAM and ST-
MRAM. ST-MRAM utilizes an alternate method for pro-
gramming a Magnetic Tunnel Junction (MTJ) element that
has the potential to further simplify the MRAM cell and
reduce write power. Unlike conventional MRAM where pro-
gramming is performed with the aid of an external field,
ST-MRAM programming is accomplished by driving current
directly through the MTJ to change the direction of polariza-
tion of the free layer.

DDR3 ST-MRAM has longer ACTIVATE and PRE-
CHARGE operation latencies than those of DDR3 DRAM.
During the ACTIVATE operation, a page of data is read from
the memory array and stored in local data-store latches for
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subsequent READ and WRITE operations to the local data-
store latches. The ACTIVATE operation can be initiated by an
ACTIVATE command or any other command that performs
the same operation. During the PRECHARGE operation, the
data from local data-store latches are written back to the
memory array, and as a result, that page is considered closed
or not accessible without a new ACTIVATE operation. The
PRECHARGE operation can be initiated by a PRECHARGE
or AUTO-PRECHARGE command or any other command
that performs the same operation. In addition to ACTIVATE
and PRECHARGE operation latencies, the page size of ST-
MRAM is smaller (for example 512 bits) than that of DRAM
(up to 16 k bits). Consequently, an open page in ST-MRAM
has a fewer number of bits in the local data-store latches in
ST-MRAM chip. The number of READ and WRITE opera-
tions (operations in response to READ or WRITE commands
that read or write a smaller group of data bits, for example 128
bits, from or to the local data-store latch) to read or write the
whole page following an ACTIVATE operationto ST-MRAM
is smaller than that of the DRAM due to page size difference.
When a system uses both DDR3 ST-MRAM and DRAM (due
to high density of memory or non-volatility from ST-MRAM
memory portion requirements), two or more memory control-
lers would be needed to manage different latencies and page
size in ST-MRAM and DRAM. The DDR3 ST-MRAM
would also need dedicated channels (more address, data,
control pins and routing) associated with its own memory
controller in addition to existing DDR3 DRAM channels.

Accordingly, it is desirable to provide a memory controller
and method for interleaving at the rank or channel levels, and
reducing latency thereof, a memory consisting of SDRAM
and ST-MRAM. Furthermore, other desirable features and
characteristics of the exemplary embodiments will become
apparent from the subsequent detailed description and the
appended claims, taken in conjunction with the accompany-
ing drawings and the foregoing technical field and back-
ground.

BRIEF SUMMARY

An apparatus and methods of interleaving volatile and
non-volatile memory accesses are presented for separately
programmed activate and precharge latencies, and page size
for non-volatile memory.

A memory system includes a memory comprising a plu-
rality of volatile memory banks comprising a first portion and
a second portion; and at least one non-volatile memory bank
comprising at least a third portion configured in one of rank or
column with the first portion and the second portion; and a
memory controller coupled to the volatile memory banks and
the non-volatile memory banks and configured to synchro-
nize the application of activate, read, write, and precharge
operations to the first, second, and third portions.

A first exemplary method of interleaving volatile and non-
volatile memory accesses including a plurality of volatile
memory banks comprising a first portion and a second por-
tion, and at least one non-volatile memory bank comprising at
least a third portion configured in one of rank or column with
the first portion and the second portion, the method compris-
ing synchronizing the application of activate, read, write, and
precharge operations to the first, second, and third portions.

A second exemplary method of interleaving volatile and
non-volatile memory accesses comprises a) receiving an acti-
vate operation initiate command; b) determining if a rank
address equals a non-volatile memory rank address; ¢) if step
b) is no, initiating the activate operation in a volatile memory
rank; d) resetting a volatile memory latency counter to A; e) if
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A is not equal to a volatile memory latency, incrementing A
and repeating step e); ) if A is equal to the volatile memory
latency, performing volatile memory read/write operations;
g) initiating a volatile memory precharge operation; h) reset-
ting a volatile memory precharge latency counter to B; 1) if B
is not equal to a volatile memory precharge latency, incre-
menting B and repeating step 1) until B is equal to a volatile
memory precharge latency; j) if step b) is yes, initiating the
activate operation in a non-volatile memory rank; k) resetting
anon-volatile memory activate latency counter to C; 1) if C is
not equal to the non-volatile memory latency, incrementing C
and repeating step 1); m) if C is equal to a non-volatile
memory latency, performing non-volatile memory read/write
operations; n) initiating a non-volatile memory precharge
operation; o) resetting a non-volatile memory precharge
latency counter D; and p) if D is not equal to the non-volatile
memory precharge latency, incrementing D and repeating
step p) until D is equal to the non-volatile memory precharge
latency.

A third exemplary method of interleaving volatile and non-
volatile memory accesses includes interleaving volatile and
non-volatile memory accesses, comprising a) initiating acti-
vate operations in a volatile memory rank and a non-volatile
memory rank; b) resetting a volatile memory activate latency
counter to A; ¢) if A is not equal to a volatile memory activate
latency, incrementing A and repeating step c); d) if A is equal
to the volatile memory, performing volatile memory read/
write operations; e) initiating a volatile memory precharge
operation; f) resetting a volatile memory precharge latency
counter to B; g) if B is not equal to a volatile memory pre-
charge latency, incrementing B and repeating step g) until B
is equal to a volatile memory precharge latency; h) subse-
quent to step a), resetting a non-volatile memory activate
latency counter to C; 1) if C is not equal to a non-volatile
memory latency, incrementing C and repeating step 1); j) if C
is equal to the non-volatile memory latency, performing non-
volatile memory read/write operations; k) initiating a non-
volatile memory precharge operation; 1) resetting a non-vola-
tile memory precharge latency counter to D; and m) if D is not
equal to anon-volatile memory precharge latency, increment-
ing D and repeating m) until D is equal to a non-volatile
memory precharge latency.

A fourth exemplary method of interleaving volatile and
non-volatile memory accesses includes a) initiating activate
operations in a non-volatile memory and a volatile memory;
b) setting a non-volatile memory activate latency counter to
C; ¢) setting a non-volatile memory activated flag to NO; d) if
C is not equal to a non-volatile memory activate latency,
incrementing C and repeating step d); e) if C is equal to a
non-volatile memory activate latency, setting a non-volatile
memory activated flag to YES; f) subsequent to step a), setting
a volatile memory activate latency counter to A; g) if A does
not equal a volatile memory activate latency, incrementing A
and repeating step g); h) if A equals a volatile memory acti-
vate latency, initiating read/write operations; i) if the non-
volatile memory activated flag is NO, identifying the data bus
portion of the volatile memory as valid and completing read/
write operations for only the volatile memory j) if the non-
volatile memory activated flag is YES, identifying data bus
portions of the non-volatile memory and the volatile memory
as valid and completing read/write operations of both the
volatile and non-volatile memory; k) if there is more read/
write operations pending, initiate read/write operations and
repeat from step 1) 1) if there are no more read/write operations
pending, initiating precharge operations in a non-volatile
memory and a volatile memory; m) resetting a volatile
memory precharge latency counter to B; n) if B is not equal to
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a volatile memory precharge latency, incrementing B and
repeating step n) until B is equal to a volatile memory pre-
charge latency. o) subsequent to step 1), resetting a non-vola-
tile memory precharge latency counter to D; p) if D is not
equal to a non-volatile precharge latency, incrementing D and
repeating step p) until D is equal to non-volatile precharge
latency.

BRIEF DESCRIPTION OF THE DRAWINGS

The present invention will hereinafter be described in con-
junction with the following drawing figures, wherein like
numerals denote like elements, and

FIG. 1 is a block diagram of a memory controller between
aprocessor and memory in accordance with a first exemplary
embodiment;

FIG. 2 is a flow chart of a first exemplary method for which
the first exemplary embodiment is configured;

FIG. 3 is a flow chart of a second exemplary method for
which the first exemplary embodiment is configured;

FIG. 4 is a block diagram of a memory controller between
a processor and memory in accordance with a second exem-
plary embodiment;

FIG. 5 is a block diagram of a memory controller between
aprocessor and memory in accordance with a third exemplary
embodiment;

FIG. 6is a flow chart of a third exemplary method for which
the second and third exemplary embodiments are configured;
and

FIG. 7 is a block diagram of a memory controller in accor-
dance with the exemplary embodiments.

DETAILED DESCRIPTION

The following detailed description is merely illustrative in
nature and is not intended to limit the embodiments of the
subject matter or the application and uses of such embodi-
ments. Any implementation described herein as exemplary is
not necessarily to be construed as preferred or advantageous
over other implementations. Furthermore, there is no inten-
tion to be bound by any expressed or implied theory presented
in the preceding technical field, background, brief summary,
or the following detailed description.

A memory interconnection system and method are
described where a single DDR3 memory controller in a host
chip or stand alone chip communicates with a number of
memory modules comprising of at least one spin torque mag-
netic random access memory (ST-MRAM) integrated in a
different Rank or Channel with dynamic random access
memory (DRAM). While the exemplary embodiments are
described in terms of DRAM and ST-MRAM, the embodi-
ments would include a memory system having any different
types of memory with different latencies and page sizes, for
example, volatile and non-volatile memory.

According to a first embodiment, ST-MRAM is rank inter-
leaved with DRAM where a rank of ST-MRAM chip(s)
shares the address and data bus with those from another rank
of DRAM chip(s). Separate chip select (CS) lines are pro-
vided for each rank. An ACTIVATE operation for an address
can be initiated in both DRAM and ST-MRAM simulta-
neously with CS for both ranks high. The ACTIVATE opera-
tion in the DRAM rank would complete earlier than that in
ST-MRAM rank. Hence, the memory controller initiates
READ or WRITE operations only in the DRAM rank by
asserting proper CS signals as soon as the DRAM ACTIVATE
operation is complete. An ACTIVATE operation in the ST-
MRAM rank can be ongoing during this time. READ or
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WRITE operations to the ST-MRAM rank are initiated later
when the ST-MRAM’s ACTIVATE operation is complete.
This enables seamless DRAM access without slowing due to
longer latency ST-MRAM. The DDR3 Memory Controller
includes programmable registers for ACTIVATE and PRE-
CHARGE latencies and for page size of the ST-MRAM. The
memory controller further includes a programmable register
for rank address of the ST-MRAM. These registers can be
programmed through software during runtime. When the
DDR3 memory controller receives a memory access com-
mand from the host chip, it compares the rank address portion
of the memory address with the ST-MRAM programmable
rank address register. [fthe rank address indicates ST-MRAM
memory access, the controller retrieves ACTIVATE, PRE-
CHARGE latencies, and page size from the programmable
registers. The hardware implementation of the controller
would also contain separate ACTIVATE and PRECHAGE
time-out counters for ST-MRAM than DRAM to indicate
when corresponding memory ACTIVATE and PRECHAGE
are complete.

According to a second and third embodiment of the
memory interconnection system, the ST-MRAM data chan-
nel is interleaved with DRAM where only a portion of the data
bus is connected to the ST-MRAM while the remaining por-
tion is connected to the DRAM. The address bus is shared
with both ST-MRAM and DRAM. A CS control signal can be
shared for the second embodiment or separated for the third
embodiment. An ACTIVATE operation for an address can be
initiated in both DRAM and ST-MRAM simultaneously with
CS high for both the second and third embodiments. The
ACTIVATE operation in DRAM would complete earlier than
that in ST-MRAM. Subsequently, the memory controller ini-
tiates READ or WRITE operations in both DRAM and ST-
MRAM in case of shared CS signal. The portion of the data
bus connected to DRAM will provide correct read data while
the portion of the data bus connected to ST-MRAM will not
provide correct read data as the ACTIVATE operation in
ST-MRAM is not yet complete. The memory controller will
ignore the portion of the data from ST-MRAM and only use
the data bus of DRAM for valid data. The portion of the data
from ST-MRAM is read later after the ST-MRAM ACTI-
VATE operation is complete.

The DDR3 Memory Controller includes programmable
registers for ACTIVATE and PRECHARGE latencies and for
page size of the ST-MRAM. The memory controller further
includes programmable register for data channel address of
the ST-MRAM. These registers can be programmed through
software during runtime. When the DDR3 memory controller
receives a memory access command from the host chip, it
retrieves ACTIVATE, PRECHARGE latencies and page size
from the aforementioned programmable registers for the data
channels where ST-MRAM is connected. The remainder of
the data channels follows DRAM latencies and page size. The
hardware implementation of the controller would also con-
tain separate ACTIVATE and PRECHAGE time-out counters
for ST-MRAM than DRAM to indicate when corresponding
memory ACTIVATE and PRECHAGE are complete.

The DDR3 Memory Controller, for any of the embodi-
ments of the memory interconnection system described
herein, further contains a queue for queuing memory com-
mands from the host chip. Memory commands can be catego-
rized into DRAM and ST-MRAM memory accesses due to
their unique rank or channel address. Methods of operation
for the memory controller include the following operation
queuing and initiating algorithms: (a) ST-MRAM ACTI-
VATE operations can be initiated earlier than DRAM ACTI-
VATE operations from a queue of ACTIVATE operations. (b)
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An ST-MRAM ACTIVATE operation busy flag (provided by
the time-out counter) in the Controller queues ST-MRAM
read/write operations, while DRAM memory access opera-
tions can be initiated. (c) More READ/WRITE operations in
the ST-MRAM are queued up prior to initiating a PRE-
CHARGE operation in the ST-MRAM to close an open row.
Due to longer ACTIVATE and PRECHARGE operation
latencies in ST-MRAM, the queuing algorithm waits and
queues a higher (than that of DRAM) number of READ/
WRITE operations to ensure there are no pending READ/
WRITE operation for an already open ST-MRAM row prior
to closing the open row; therefore, ST-MRAM PRE-
CHARGE operation is less frequent than DRAM PRE-
CHARGE operation. (d) In a sequence of ST-MRAM and
DRAM PRECHARGE operations, the ST-MRAM PRE-
CHARGE operation can be initiated earlier to hide the longer
latency; (e) when full page accesses are requested from ST-
MRAM and DRAM, ST-MRAM memory READ/WRITE
operations for an open page is performed different number of
times due to page size difference from DRAM.

Techniques and technologies may be described herein in
terms of functional and/or logical block components, and
with reference to symbolic representations of operations, pro-
cessing tasks, and functions that may be performed by various
computing components or devices. Such operations, tasks,
and functions are sometimes referred to as being computer-
executed, computerized, software-implemented, or com-
puter-implemented. In practice, one or more processor
devices can carry out the described operations, tasks, and
functions by manipulating electrical signals representing data
bits at memory locations in the system memory, as well as
other processing of signals. The memory locations where data
bits are maintained are physical locations that have particular
electrical, magnetic, optical, resistive, or organic properties
corresponding to the data bits. It should be appreciated that
the various clock components shown in the figures may be
realized by any number of hardware, software, and/or firm-
ware components configured to perform the specified func-
tions. For example, an embodiment of a system or a compo-
nent may employ various integrated circuit components, e.g.,
memory elements, digital signal processing elements, logic
elements, look-up tables, or the like, which may carry out a
variety of functions under the control of one or more micro-
processors or other control devices.

For the sake of brevity, conventional techniques related to
data processing, and other functional aspects of certain sys-
tems and subsystems (and the individual operating compo-
nents thereof) may not be described in detail herein. Further-
more, the connecting lines shown in the various figures
contained herein are intended to represent exemplary func-
tional relationships and/or physical couplings between the
various elements. It should be noted that many alternative or
additional functional relationships or physical connections
may be present in an embodiment of the subject matter.

FIG. 1is a block diagram of a first exemplary embodiment
of'a memory system 100 including a memory controller 102
that interleaves data transfer between a processor 104 and the
memory 106. The memory controller 102 and the processor
104 may reside on the same chip 108, or they may reside on
separate chips (not shown). The memory 106 comprises a first
rank 112 of volatile memory 114, preferably DRAM, and a
second rank 116 of non-volatile memory 118 using magnetic
tunnel junctions for data storage, preferably ST-MRAM. The
volatile memory 114 comprises a plurality of volatile
memory elements 122, each including a plurality of volatile
memory banks 124. The non-volatile memory 118 comprises
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atleast one non-volatile memory element 126, each including
a plurality of non-volatile memory banks 128.

First and second CS lines 132, 133 provide first and second
CS signals, respectively, from the memory controller 102 to
each of the volatile memory elements 122 and first and second
CS lines 134, 135 provide first and second CS signals, respec-
tively, from the memory controller 102 to each of the non-
volatile memory elements 126. In another embodiment (not
shown), first and second CS lines 132, 133 can be the same
single CS line from the memory controller 102 to each of the
volatile memory elements 122, and first and second CS lines
134, 135 can be the same single CS line from the memory
controller 102 to each of the non-volatile memory elements
126. A first address/data bus 136 couples the memory con-
troller 102 to one of the volatile memory elements 122 and
one of the non-volatile memory elements 126. Likewise, a
second address/data bus 138 couples the memory controller
102 to one of the volatile memory elements 122 and one of the
non-volatile memory elements 126. Though only two
address/data buses 136, 138 are shown, it should be under-
stood that one each of a plurality of address/data buses couple
each of a pair of the volatile and non-volatile memory ele-
ments 122, 126.

Non-volatile memory 118 is rank interleaved with volatile
memory 114 where a rank of non-volatile memory chip(s)
shares the address and data bus with those from another rank
of volatile memory chip(s). Separate CS lines 132, 134 are
provided for each rank. An ACTIVATE operation for an
address can be initiated in both volatile memory 114 and
non-volatile memory 118 simultaneously with CS for both
ranks high. The ACTIVATE operation in the volatile memory
rank 112 would complete earlier than that in the non-volatile
memory rank 116. Hence, the memory controller 102 initiates
READ or WRITE operations only in the volatile memory
rank 112 by asserting a proper CS signal as soon as the
volatile memory ACTIVATE operation is complete. An
ACTIVATE operation in the non-volatile memory rank 116
can be ongoing during this time. READ or WRITE operations
in the non-volatile memory rank 116 are initiated later when
the non-volatile memory’s ACTIVATE operation is com-
plete. This enables seamless volatile memory access without
slowing down due to longer latency non-volatile memory.

FIGS. 2, 3, and 6 are flow charts that illustrate exemplary
embodiments of methods 200, 300, 600 suitable for use with
a memory controller for interleaving DRAM and MRAM
accesses. The various tasks performed in connection with
methods 200, 300, 600 may be performed by software, hard-
ware, firmware, or any combination thereof. For illustrative
purposes, the following description of methods 200, 300 may
refer to elements mentioned above in connection with FIG. 1,
and the description of methods 600 may refer to elements
mentioned subsequently in connection with FIGS. 4 and 5. In
practice, portions of methods 200, 300, 600 may be per-
formed by different elements of the described system, e.g., a
processor, a display element, or a data communication com-
ponent. It should be appreciated that methods 200, 300, 600
may include any number of additional or alternative tasks, the
tasks shown in FIG. 2, 3, 6 need not be performed in the
illustrated order, and methods 200, 300, 600 may be incorpo-
rated into a more comprehensive procedure or process having
additional functionality not described in detail herein. More-
over, one or more of the tasks shown in FIG. 1, 4, 5 could be
omitted from an embodiment of the methods 200, 300, 600 as
long as the intended overall functionality remains intact.

Referring to FIG. 2, a flow chart of a first exemplary
method 200 of operation for a single ACTIVATE operation,
followed by READ/WRITE and PRECHARGE operations of
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the embodiment of FIG. 1 includes initiating an ACTIVATE
operation by issuing 202 the ACTIVATE command, deter-
mining 204 if a rank address equals an ST-MRAM address. If
no, an ACTIVATE command is issued 206 to the DRAM rank
which initiates an ACTIVATE operation in the DRAM rank
and aDRAM ACTIVATE latency counter A is reset 208. If the
DRAM ACTIVATE latency counter A is not equal to the
DRAM ACTIVATE latency 210, the DRAM ACTIVATE
latency counter A is incremented 212. If the DRAM ACTI-
VATE latency counter A is equal to the DRAM ACTIVATE
latency 210, DRAM READ/WRITE commands are issued
214 to initiate DRAM READ/WRITE operations, a DRAM
PRECHARGE command is issued 216 to initiate DRAM
PRECHARGE operation, and a DRAM PRECHARGE
latency counter B is reset 218. If the DRAM PRECHARGE
latency counter B is not equal to the DRAM PRECHARGE
latency 220, the DRAM PRECHARGE latency counter B is
incremented 222. If yes, the process 200 is complete.

Referring back to step 204, if the rank address is equal to
the ST-MRAM address 204, an ACTIVATE command is
issued 224 to the ST-MRAM rank to initiate an ACTIVATE
operation in the ST-MRAM rank, and an ST-MRAM ACTI-
VATE latency counter C is reset 226. I[f the ST-MRAM ACTI-
VATE latency counter C does not equal the ST-MRAM ACTI-
VATE latency 228, the ST-MRAM ACTIVATE latency
counter C is incremented 230. If the ST-MRAM ACTIVATE
latency counter C does equal the ST-MRAM ACTIVATE
latency 228, ST-MRAM READ/WRITE commands are
issued 232 to initiate READ/WRITE operations in
ST-MRAM, an ST-MRAM PRECHARGE command is
issued 234 to initiate PRECHARGE operationin ST-MRAM,
and an ST-MRAM PRECHARGE latency counter D is reset
236. [fthe ST-MRAM PRECHARGE latency counter D does
not equal the ST-MRAM PRECHARGE latency 238, the
ST-MRAM PRECHARGE latency counter D is incremented
240. Ifthe ST-MRAM PRECHARGE latency counter D does
equal the ST-MRAM PRECHARGE latency 238, the process
200 is complete.

Referring to FIG. 3, a flow chart of a second exemplary
method 300 of operation for simultaneous issue of ACTI-
VATE commands for simultaneously initiating ACTIVATE
operations, followed by READ/WRITE and PRECHARGE
operations to both interleaved DRAM and ST-MRAM of the
embodiment of FIG. 1 includes issuing 302 an ACTIVATE
command to DRAM and ST-MRAM ranks to initiate ACTI-
VATE operations in both DRAM and ST-MRAM ranks.
DRAM ACTIVATE latency counter A is reset 304 and if the
DRAM ACTIVATE latency counter A does not equal the
DRAM ACTIVATE latency 306, the DRAM ACTIVATE
latency counter A is incremented 308. If the DRAM ACTI-
VATE latency counter A does equal the DRAM ACTIVATE
latency 306, DRAM READ/WRITE commands are issued
310 to initiate DRAM READ/WRITE operations, the DRAM
PRECHARGE command is issued 312 to initiate DRAM
PRECHARGE operation, and a DRAM PRECHARGE
latency counter B is reset 314. If the DRAM PRECHARGE
latency counter B does not equal the DRAM PRECHARGE
latency 316, the DRAM PRECHARGE latency counter B is
incremented 318.

Referring back to step 302, when the ACTIVATE com-
mand isissued,a ST-MRAM ACTIVATE latency counter C is
reset 320. If the ST-MRAM ACTIVATE latency counter C
does not equal the ST-MRAM ACTIVATE latency 322, the
ST-MRAM ACTIVATE latency counter C is incremented
324. If the ST-MRAM ACTIVATE latency counter C does
equal the ST-MRAM ACTIVATE latency 322, ST-MRAM
READ/WRITE commands are issued 326 to initiate
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ST-MRAM READ/WRITE operations, an ST-MRAM PRE-
CHARGE command is issued 328 to initiate ST-MRAM
PRECHARGE operation, and an ST-MRAM PRECHARGE
latency counter D is reset 330. If the ST-MRAM PRE-
CHARGE latency counter D does not equal the ST-MRAM
PRECHARGE latency 332, the ST-MRAM PRECHARGE
latency counter D is incremented 334. When the ST-MRAM
PRECHARGE latency counter D equals the ST-MRAM
PRECHARGE latency 332, and when the DRAM PRE-
CHARGE latency counter B equals the DRAM PRE-
CHARGE latency 316, the process is complete.

This method of FIG. 3 illustrates simultaneous issue of
ACTIVATE commands for simultaneous ACTIVATE opera-
tions as an example. ACTIVATE operations may also be
initiated one after another. PRECHARGE or AUTO-PRE-
CHARGE commands to both DRAM and ST-MRAM may
also be issued simultaneously for simultaneous PRE-
CHARGE operations.

FIG. 4 is a block diagram of a second exemplary memory
system 400 including a memory controller 402 that inter-
leaves data transfer between a processor 404 and the memory
406. The memory controller 402 and the processor 404 may
reside on the same chip 408, or they may reside on separate
chips (not shown). The memory 406 comprises a plurality of
volatile memory elements 414, preferably DRAM, and at
least one non-volatile memory element 418 using magnetic
tunnel junctions for data storage, preferably ST-MRAM. The
volatile memory 414 comprises a plurality of volatile
memory elements 422, each including a plurality of volatile
memory banks 424. The non-volatile memory comprises at
least one non-volatile memory element 426, each including a
plurality of non-volatile memory banks 428.

A CS line 432 provides a CS signal from the memory
controller 402 to each of the volatile memory elements 422
and each of the non-volatile memory clements 426. An
address bus 437 couples the memory controller 402 to each of
the volatile memory elements 422 and each of the non-vola-
tile memory elements 426. A first data line 439 couples the
memory controller 402 to one of the volatile memory ele-
ments 424 and a second data line 440 couples the memory
controller 402 to one of the non-volatile memory elements
426. Though only two data lines 439, 440 are shown, it should
be understood that one each of a plurality of data lines couple
one each of the volatile and non-volatile memory elements
424, 426, respectively.

In operation, a first data bus 439 is connected to the volatile
memory 414 while a second portion 440 is connected to the
non-volatile memory 418. The address bus 437 is shared with
both non-volatile memory 418 and volatile memory 414. A
CS line 432 is coupled to the volatile memory 414 and the
non-volatile memory 418. An ACTIVATE operation for an
address can be initiated in both volatile memory 414 and
non-volatile memory 418 simultaneously with CS high. The
ACTIVATE operation in the volatile memory 414 would
complete earlier than that in non-volatile memory 418. Sub-
sequently, the memory controller 402 initiates READ or
WRITE operations in both volatile memory 414 and non-
volatile memory 418. The data bus 439 connected to volatile
memory 414 will provide correct read data while the data bus
440 connected to non-volatile memory 418 will not provide
correct read data as the ACTIVATE operation in non-volatile
memory 418 is not yet complete. The memory controller 402
will ignore the portion of the data from non-volatile memory
418 and only use the data bus 439 of volatile memory 414 for
valid data. The data from non-volatile memory 418 is read
later after the non-volatile memory ACTIVATE operation is
complete.
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FIG. 5 is a block diagram of a third exemplary memory
system 500 including a memory controller 502 that inter-
leaves data transfer between a processor 504 and the memory
506. The memory controller 502 and the processor 504 may
reside on the same chip 508, or they may reside on separate
chips (not shown). The memory 506 comprises a plurality of
volatile memory elements 514, preferably DRAM, and at
least one non-volatile memory element 518 using magnetic
tunnel junctions for data storage, preferably ST-MRAM. The
volatile memory 514 comprises a plurality of volatile
memory elements 522, each including a plurality of volatile
memory banks 524. The non-volatile memory comprises a
plurality of non-volatile memory elements 526, each includ-
ing a plurality of non-volatile memory banks 528.

A first CS line 532 provides a first CS signal from the
memory controller 502 to each of the volatile memory ele-
ments 522 and a second CS line 533 provides a second CS
signal from the memory controller 502 to each of the non-
volatile memory elements 526. An address bus 537 couples
the memory controller 502 to each of the volatile memory
elements 522 and each of the non-volatile memory elements
526. A first data line 539 couples the memory controller 502
to one of'the volatile memory elements 522 and a second data
line 540 couples the memory controller 502 to one of the
non-volatile memory elements 526. Though only two data
buses 539, 540 are shown, it should be understood that one
each ofa plurality of data buses couple one each of the volatile
and non-volatile memory elements 522, 526, respectively.

Inoperation, a first portion of a data bus 539 is coupled with
volatile memory 514 and a second portion of the data bus 540
is coupled to the non-volatile memory 518. The address bus
537 is shared with both non-volatile memory 518 and volatile
memory 514. A first CS line 532 is coupled with volatile
memory 514 and a second CS line 533 is coupled to the
non-volatile memory 518. An ACTIVATE operation for an
address can be initiated in both volatile memory 514 and
non-volatile memory 518 simultaneously with the CS signal
high on both CS lines 532, 533. The ACTIVATE operation in
volatile memory 514 would complete earlier than that in
non-volatile memory 518. Subsequently, the memory con-
troller 502 initiates READ or WRITE operations in either
both volatile memory 514 and non-volatile memory 518 by
asserting both CS lines 532 and 533, or only volatile memory
514 by asserting CS line 532. The portion of the data bus
connected to volatile memory 514 will provide correct read
data while the portion of the data bus connected to non-
volatile memory 518 will not provide correct read data as the
ACTIVATE operation in non-volatile memory 518 is not yet
complete. The memory controller 502 will ignore the portion
of the data from non-volatile memory 518 and only use the
data bus of volatile memory 514 for valid data. The portion of
the data from non-volatile memory 518 is read later after the
non-volatile memory 518 ACTIVATE operation is complete.
While accessing the portion of the data from non-volatile
memory 518, the memory controller 502 initiates READ or
WRITE operations in either both volatile memory 514 and
non-volatile memory 518 by asserting both CS lines 532 and
533, or only non-volatile memory 518 by asserting CS line
533. The portion of the data bus 540 connected to non-volatile
memory 518 will provide correct read data.

Referring to FIG. 6, a flow chart of a second exemplary
method 600 of operation for the simultaneous issue of ACTI-
VATE commands, followed by READ/WRITE, and PRE-
CHARGE commands to both interleaved DRAM and ST-
MRAM ofthe embodiments of FIGS. 4 and 5 includes issuing
602 an ACTIVATE command to both DRAM and ST-MRAM
channels to initiate ACTIVATE operations in both DRAM
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and ST-MRAM. In response thereto, in step 604 an
ST-MRAM ACTIVATE latency counter C is reset and a ST-
MRAM_ACTIVATED flag is set to NO. If the ST-MRAM
ACTIVATE latency counter C is not equal to the ST-MRAM
ACTIVATE latency 606, the ST-MRAM ACTIVATE latency
counter C is incremented 608. If the ST-MRAM ACTIVATE
latency counter C is equal to the ST-MRAM ACTIVATE
latency 606, the ST-MRAM_ACTIVATED flag is set to YES
610.

A DRAM ACTIVATE latency counter A is reset 612, and if
not equal to 614 the DRAM ACTIVATE latency, is incre-
mented 616. If the DRAM ACTIVATE latency counter A is
equal to the DRAM ACTIVATE latency 614, a READ/
WRITE command is issued 617 to initiate READ/WRITE
operation. If the ST-MRAM_ACTIVATED flag is not YES
618, a data bus portion of the DRAM is set as valid 620 in
response to recently issued READ/WRITE command 617,
and step 617 is repeated. If in step 618, the ST-MRAM_AC-
TIVATED flag is YES, data bus portions of both DRAM and
ST-MRAM are set as valid 622 in response to recently issued
READ/WRITE command 617. If there are more READ/
WRITE commands pending 624 for the ACTIVATE com-
mand 602, step 617 is repeated, but if NO, a PRECHARGE
command is issued 626 to simultaneously initiate PRE-
CHARGE operations in DRAM and ST-MRAM and steps
628 and 634 are initiated. In step 628, a DRAM PRE-
CHARGE latency counter B is reset, and if the DRAM PRE-
CHARGE latency counter B does not equal the DRAM PRE-
CHARGE latency, the DRAM PRECHARGE latency
counter B is incremented 632. If the DRAM PRECHARGE
latency counter B equals the DRAM PRECHARGE latency
630. In step 634, an ST-MRAM PRECHARGE latency
counter D is reset, and if not equal to the ST-MRAM PRE-
CHARGE latency, is incremented 638. When the ST-MRAM
PRECHARGE latency counter D equals the ST-MRAM
PRECHARGE latency 636, and when the DRAM PRE-
CHARGE latency counter B equals the DRAM PRE-
CHARGE latency 630, the process is complete.

A memory controller 702 of the memory system 700,
which is coupled between the processor 104 and memory
106, includes a programmable register ST-MRAM Timing
Register 704 to separately program ACTIVATE and PRE-
CHARGE latencies for ST-MRAM. DRAM timing latencies
are programmed in a DRAM Timing Register 706. The
memory controller 702 further includes an ST-MRAM Chan-
nel/Rank Addr Register 708 to program which Rank or Chan-
nel address ST-MRAM is connected. The memory controller
further includes programmable register ST-MR AM Page Size
Register 712 to separately program the page size for ST-
MRAM from that of DRAM. DRAM page size is pro-
grammed in DRAM Page Size Register 714. The aforemen-
tioned registers can be programmed during runtime through
software or can be loaded from another non-volatile memory
source or fuse during system boot time.

The memory controller 702 also includes an ST-MRAM
Channel/Rank Address Mapping Logic 716 that decodes the
Rank or Channel address in any incoming memory access
commands from the host chip 718 to identify if the access is
to ST-MRAM. When the DDR3 memory controller 702
receives a memory access command from the host chip 718 it
compares the rank address portion of the memory address
with the non-volatile memory programmable ST-MRAM
Channel/Rank Addr Register 708 in the case of rank inter-
leaving illustrated in FIG. 1. If the rank address indicates
non-volatile memory access, the memory controller 702
retrieves ACTIVATE, PRECHARGE latencies, and page size
from the programmable ST-MRAM Timing Register 704 and
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ST-MRAM Page Size Register 712. In the case of Channel
Interleaving illustrated in FIGS. 4 and 5, when the DDR3
memory controller 702 receives a memory access command
from the host chip 718, it compares the channel address
portion of the memory address with the non-volatile memory
programmable ST-MRAM Channel/Rank Addr Register 708.
If the channel address indicates non-volatile memory access,
the memory controller 702 retrieves ACTIVATE, PRE-
CHARGE latencies, and page size from the programmable
ST-MRAM Timing Register 704 and ST-MRAM Page Size
Register 712.

The hardware implementation of the memory controller
702 would also contain ST-MRAM Live ACTIVATE and
PRECHAGE address register 728 coupled to ACTIVATE and
PRECHARGE time-out counters for ST-MRAM 720 for
non-volatile memory than volatile memory to indicate when
corresponding non-volatile memory ACTIVATE and PRE-
CHAGE are complete. A separate DRAM Live ACTIVATE
and PRECHAGE address register 722 coupled to the ACTI-
VATE and PRECHARGE time-out counters for DRAM 724
for volatile memory indicates when corresponding volatile
memory ACTIVATE and PRECHAGE are complete. Thus
different latencies for non-volatile and volatile memories are
managed separately to increase bandwidth of the memory
system.

The hardware implementation of the memory controller
702 further contains a Memory Access Sequencer 726 that
queues memory access commands from the host chip 718 and
issues volatile and non-volatile memory commands to initiate
volatile and non-volatile memory operations for increased
bandwidth. Memory commands and associated operations
can be categorized into DRAM (volatile) and ST-MRAM
(non-volatile) memory accesses due to their unique rank or
channel address. The Memory Access Sequencer 726 imple-
ments methods of operation for the memory controller that
include the following operation queuing and initiating algo-
rithms: (a) ST-MRAM ACTIVATE operations can be initiated
earlier than DRAM ACTIVATE operations from a queue of
ACTIVATE operations. (b) An ST-MRAM ACTIVATE busy
flag (provided by the time-out counter) in the Controller
queues ST-MRAM read/write operations, while DRAM
memory access operations can be initiated. (¢) More READ/
WRITE operations to the ST-MRAM are queued up prior to
initiating a PRECHARGE operation in the ST-MRAM to
close an open row. Due to longer ACTIVATE and PRE-
CHARGE operation latencies in ST-MRAM, the queuing
algorithm waits and queues a higher (than that of DRAM)
number of READ/WRITE operations to ensure there is no
pending READ/WRITE operation in an already open ST-
MRAM row prior to closing the open row; therefore, ST-
MRAM PRECHARGE operation is less frequent than
DRAM PRECHARGE operation. (d) In a sequence of ST-
MRAM and DRAM PRECHARGE operations, the
ST-MRAM PRECHARGE operation can be initiated earlier
to hide the longer latency; (e) when full page accesses are
requested from ST-MRAM and DRAM, ST-MRAM memory
READ/WRITE operation for an open page is performed dif-
ferent number of times due to page size difference from
DRAM.

The hardware implementation for the Memory Access
Sequencer 726, ST-MRAM Live ACTIVATE and PRE-
CHARGE Address Register 728, ACTIVATE and PRE-
CHARGE time-out counters for ST-MRAM 720, DRAM
Live ACTIVATE and PRECHARGE Address Register 722,
and ACTIVATE and PRECHARGE time-out counters for
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DRAM 724 can be done using Finite State Machines and
logic circuits. The memory controller 702 may contain other
blocks.

The processor 104 may be implemented or realized with a
general purpose processor, a content addressable memory, a
digital signal processor, an application specific integrated
circuit, a field programmable gate array, any suitable pro-
grammable logic device, discrete gate or transistor logic,
discrete hardware components, or any combination designed
to perform the functions described herein. A processor device
may be realized as a microprocessor, a controller, a micro-
controller, or a state machine. Moreover, a processor device
may be implemented as a combination of computing devices,
e.g., a combination of a digital signal processor and a micro-
processor, a plurality of microprocessors, one or more micro-
processors in conjunction with a digital signal processor core,
or any other such configuration.

Although the described exemplary embodiments disclosed
herein are directed to various memory structures, the present
invention is not necessarily limited to the exemplary embodi-
ments which illustrate inventive aspects of the present inven-
tion that are applicable to a wide variety of semiconductor
devices. Thus, the particular embodiments disclosed above
are illustrative only and should not be taken as limitations
upon the present invention, as the invention may be modified
and practiced in different but equivalent manners apparent to
those skilled in the art having the benefit of the teachings
herein. Accordingly, the foregoing description is not intended
to limit the invention to the particular form set forth, but on the
contrary, is intended to cover such alternatives, modifications
and equivalents as may be included within the spirit and scope
of the invention as defined by the appended claims so that
those skilled in the art should understand that they can make
various changes, substitutions and alterations without depart-
ing from the spirit and scope of the invention in its broadest
form.

Benefits, other advantages, and solutions to problems have
been described above with regard to specific embodiments.
However, the benefits, advantages, solutions to problems, and
any element(s) that may cause any benefit, advantage, or
solution to occur or become more pronounced are not to be
construed as a critical, required, or essential feature or ele-
ment of any or all the claims. As used herein, the terms
“comprises,” “comprising,” or any other variation thereof, are
intended to cover a non-exclusive inclusion, such that a pro-
cess, method, article, or apparatus that comprises a list of
elements does not include only those elements but may
include other elements not expressly listed or inherent to such
process, method, article, or apparatus.

While at least one exemplary embodiment has been pre-
sented in the foregoing detailed description, it should be
appreciated that a vast number of variations exist. It should
also be appreciated that the exemplary embodiment or exem-
plary embodiments are only examples, and are not intended to
limit the scope, applicability, or configuration of the invention
in any way. Rather, the foregoing detailed description will
provide those skilled in the art with a convenient road map for
implementing an exemplary embodiment of the invention, it
being understood that various changes may be made in the
function and arrangement of elements described in an exem-
plary embodiment without departing from the scope of the
invention as set forth in the appended claims.

What is claimed is:

1. A memory system comprising:
an address bus;

a memory comprising:
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a plurality of volatile memory banks comprising a first
portion and a second portion, wherein the first portion
is coupled to the address bus; and

at least one non-volatile memory bank comprising at
least a third portion, the third portion configured in
one of a rank or a channel with the first portion,
wherein the third portion is coupled to the address
bus; and

a memory controller coupled to the address bus, wherein

the memory controller is configured to provide an
address for an activate operation to the first portion and
the third portion over the address bus and initiate the
activate operation for the address in both the first portion
and the third portion simultaneously, wherein the acti-
vate operation reads a page of data corresponding to the
address from each of the first portion and the third por-
tion and stores the data in local data store latches for
subsequent read and write operations, the memory con-
troller coupled to the volatile memory banks and the at
least one non-volatile memory bank and configured to
queue memory access commands and issue volatile
memory access commands to the first portion after
completion of the activate operation in the first portion
and before completion of the activate operation in the
third portion.

2. The memory system of claim 1 wherein the at least one
non-volatile memory bank is an ST-MRAM memory bank.

3. The memory system of claim 1 wherein each of the
volatile memory banks of the plurality of volatile memory
banks is a DRAM memory bank.

4. The memory system of claim 1 wherein the at least one
non-volatile memory bank includes at least one DDR3 ST-
MRAM memory bank and the plurality of volatile memory
banks includes a plurality of DDR3 SDRAM memory banks.

5. The memory system of claim 1 wherein the memory
controller comprises a programmable register that is config-
ured to:

store non-volatile memory activate latency.

6. The memory system of claim 1 wherein the memory
controller comprises a programmable register that is config-
ured to: store non-volatile memory rank addresses.

7. The memory system of claim 1 wherein the memory
controller comprises a memory access sequencer that is con-
figured to: initiate non-volatile activate operations prior to
volatile activate operations from a queue of activate opera-
tions.

8. The memory system of claim 1 wherein the memory
controller includes:

aprogrammable register configured to store a page size for

the at least one non-volatile memory bank, wherein the

page size for the at least one non-volatile memory bank
is different from a page size for the plurality of volatile
memory banks; and

a memory access sequencer configured to: when full page

accesses are requested from both volatile and non-vola-
tile memory, perform a plurality of non-volatile memory
read/write operations for an open page of non-volatile
memory that is different in number from a number of
volatile memory read/write operations for an open page
of volatile memory.

9. The memory system of claim 1 wherein the memory
controller includes a memory access sequencer configured to:
initiate activate operations in both the plurality of volatile
memory banks and the at least one non-volatile memory
bank; initiate read operations in both the plurality of volatile
memory banks and the at least one non-volatile memory
bank; and access read data from the plurality of volatile
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memory banks prior to accessing read data from the at least
one non-volatile memory bank.

10. The memory system of claim 1 wherein the memory
controller includes a memory access sequencer configured to:
initiate activate operations in both the plurality of volatile
memory banks and the at least one non-volatile memory
bank; initiate read/write operations in either both the plurality
of volatile memory banks and the at least one non-volatile
memory bank or only the plurality of volatile memory banks;
access read data from, or provide write data to, the plurality of
volatile memory banks; initiate read/write operations in
either both the plurality of volatile memory banks and the at
least one non-volatile memory bank or only the at least one
non-volatile memory bank; and access read data from, or
provide write data to, the at least one non-volatile memory
bank.

11. The memory system of claim 1 wherein the at least one
non-volatile memory bank comprises a fourth portion, and
the first and third portions comprise a first rank and the second
and fourth portions comprise a second rank, the memory
system further comprising a first data bus having a first line
coupled to the first portion and a second line coupled to the
third portion, and a second data bus having a third line
coupled to the second portion and a fourth line coupled to the
fourth portion, wherein the memory controller includes a
memory access sequencer configured to:

access first data on the first line of the first data bus from the

first portion and on the second line of the first data bus
from the third portion at different times; and

access second data on the third line of the second data bus

from the second portion and on the fourth line of the
second data bus from the fourth portion at different
times.

12. The memory system of claim 11 wherein the memory
controller comprises a programmable register that is config-
ured to: store channel addresses for the at least one non-
volatile memory bank.

13. The memory system of claim 1, wherein the memory
controller comprises a programmable register that is config-
ured to store precharge operation latency of the at least one
bank of non-volatile memory.

14. The memory system of claim 1, wherein the memory
controller comprises a memory access sequencer that is con-
figured to delay non-volatile read/write operations while issu-
ing volatile memory access operations.

15. The memory system of claim 1, wherein the memory
controller is coupled to the first portion using a first chip select
signal, the address bus, and a data bus, and wherein the
memory controller is coupled to the third portion using a
second chip select signal, the address bus, and the data bus.

16. The memory system of claim 1, wherein the memory
controller is coupled to the first portion using a first chip select
signal, a first data bus, and the address bus, and wherein the
memory controller is coupled to the third portion using a
second chip select signal, a second data bus, and the address
bus.

17. A method of interleaving volatile and non-volatile
memory accesses in a memory system that includes volatile
memory banks and non-volatile memory banks, the method
comprising:
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receiving, by a memory controller, memory commands

corresponding to read and write operations;

queuing the memory commands in a queue in the memory

controller;

categorizing each memory command as a volatile memory

access or non-volatile memory access;
issuing, by the memory controller, an address over a shared
address bus that provides the address to both a volatile
memory bank and a non-volatile memory bank, the
address corresponding to an activate operation;

issuing, by the memory controller, chip select signals to
initiate the activate operation in both the volatile
memory bank and the non-volatile memory bank simul-
taneously, wherein the activate operation reads a page of
data corresponding to the address from each of the vola-
tile memory bank and the non-volatile memory bank and
stores the data in local data store latches for subsequent
read and write operations, and

issuing, by the memory controller, the memory commands

corresponding to read and write operations to the vola-
tile memory banks and the non-volatile memory banks
in an interleaved manner, wherein addresses for the
memory commands are issued by the memory controller
over the shared address bus.

18. The method of claim 17 wherein each of the non-
volatile memory banks includes a plurality of non-volatile
memory cells each having a free layer, and wherein non-
volatile memory accesses that write data include program-
ming each non-volatile memory cell by providing a current
through the non-volatile memory cell to change a direction of
polarization of the free layer of the non-volatile memory cell.

19. The method of claim 17 wherein issuing the memory
commands further comprises:

initiating-activate operations in both the volatile and non

volatile memory banks;

initiating read operations in both the volatile and non-

volatile memory banks;

accessing read data from-the volatile memory banks; and

after accessing read data from the volatile memory banks,

accessing read data from the non-volatile memory banks
when the read data from the non-volatile memory banks
is valid.

20. The method of claim 17 further comprising:

initiating a first activate operation in a first volatile memory

bank;

initiating a second activate operation in a first non-volatile

memory bank;

initiating read/write operations in the first volatile memory

bank when the first activate operation in the first volatile
memory bank is complete; and

initiating read/write operations in the first non-volatile

memory bank when the second activate operation in the
first non-volatile memory bank is complete.

21. The method of claim 20 further comprising determin-
ing that the second activate operation in the first non-volatile
memory bank is complete based on an activate latency stored
in a programmable register of a memory controller in the
memory system.



